
ThefirstEU AI Act
obligations will be
implemented by
February 2025!
By then, non-compliance with the EU AI
Act can result in significant fines:

Max €35M 7%

Is your organization selling, importing, 

distributing, or manufacturing products or 

services; or producing system output 

within the EU?

Here is what you are required to do by then:

Make sure to unlock the benefits of responsible, compliant AI use:

Enhance employee

and stakeholder trust

Build and retain

investor confidence

Generate customer trust and

gain public trust and safety

Reduce uncertainties and

create space for innovation

Competitive advantage

and differentiation

Master tight deadlines to

achieve AI Act compliance

Boost employee commitment

and attract talent

Increase ROI by safely

transitioning POCs into

production

Safely adhere to AI

Act requirements

Improved adoption rates and ability

to operationalize and scale AI

Assess your EU AI Readiness by February 2025
* In addition to the risk classification of the use case, the requirements to be implemented also depend on the legal nature of the legal entity, which must be defined separately for each individual case.

Yes Yes

No No

of global
annual turnover!

No

Good! 

That is 

the first 

step. 

Yes

By August 2025, comply with: 

• Art 53: specific technical 

documentation, compliance with 

copyright and related rights, etc.

Your AI System could be

considered a clear threat to the

livelihood, safety, and rights of

people. The AI systems might 

even exploit the vulnerability of

people in need of protection 

and classifies individuals.

E.g. Social scoring,

biometric categorisation or

similar.

Yes

NoNo

Your system is most 

likely categorized as 

UNACCEPATBLE

RISK and 

prohibited by the 

EU AI Act.

You need to comply 

by Feb 2025.

Your system 

most likely has 

to comply with 

the LIMITED 

RISK category 

requirements

by August 

2026.

Your AI model is most likely 

categorized as 

SYSTEMIC RISK

You need to comply by August 

2025

Your system 

is most likely 

categorized 

as MINIMAL 

RISK.

No

Your AI system

• serves as a safety component in a 

product or is itself a product 

covered by the European Union 

harmonization legislation listed in 

Annex I EU AI Act (and requires an 

external conformity assessment)

• is listed in Annex III of the EU AI Act 

(e.g., critical infrastructure, 

employment, management of 

workers, law enforcements).

E.g., to select job applications.

Generally, your AI system 

interacts with humans and 

generates or manipulates 

image, audio, or video 

content.

E.g., to generate designs, 

deploy chatbots on your 

website.

Your AI system could be considered a 

clear threat to the livelihood, safety, and 

rights of people. The AI system might 

even exploit the vulnerability of people in 

need of protection and classifies 

individuals (for a comprehensive list of 

prohibited AI practices, see Art. 5 (I) AIA).

E.g., social scoring, biometric 

categorization or similar.

Comply with: 

• Art. 4: AI literacy

• Art. 16: 

obligations for 

Providers

• Art. 9, 17: risk 

management 

and quality 

assurance 

• Art. 10, 11, 12, 

15, 18: data and 

technical 

requirements

• Art. 13, 14, 19: 

transparency 

and oversight

• Art. 20: 

corrective 

actions and 

information 

obligations

• Art. 20, 21: legal 

and authority 

obligations

• Art. 49: 

registration in 

the EU database

• Art. 43, 44, 47, 

48: conformity 

and certification 

procedures

• Art. 72, 73: post-

market 

monitoring and 

reporting 

If you are a: 

Provider 

(Art. 3 No. 3 AIA)

Comply with: 

• Art. 4: AI literacy

• Art. 13, 14: 

transparency and 

human oversight

• Art. 20: 

corrective 

actions and 

information 

obligations

• Art. 25: AI value 

chain

• Art. 26: 

obligations of 

deployers

• Art. 27:  

fundamental 

rights impact 

assessment (in 

some instances)

• Art. 49: 

registration (in 

some instances)

• Art. 71: EU 

database (in 

some instances) 

• Art. 72, 73: post-

market 

monitoring and 

reporting 

• Art. 86: individual 

decision-making

If you are a: 

Deployer 

(Art. 3 No. 4 AIA) 

Comply with: 

• Art. 25: AI 

value chain

If you are a: 

Product 

manufacturer 

(Art. 2 (1)(e) AIA)

Comply with: 

• Art. 4: AI 

literacy

• Art. 50: 

transparency 

obligations

• Art 95: adopt 

code of 

conduct 

(voluntary)

If you are a: 

Provider 

(Art. 3 No. 3 AIA)

No obligation

If you are a(n):

Importer 

(Art. 3 No. 6 AIA) 

or Distributor

(Art. 3 No. 7 AIA) 

or 

Authorized 

representative 

(Art. 3 No. 5 AIA)

Downstream 

provider 

(Art. 3 No. 68 AIA) 

or Product 

manufacturer 

(Art. 2 (1)(e) AIA)

No obligation 

If you are a(n):

Importer 

(Art. 3 No. 6 AIA) or 

Distributor

(Art. 3 No. 7 AIA) or 

Downstream 

provider 

(Art. 3 No. 68 AIA) 

Product 

manufacturer 

(Art. 2 (1)(e) AIA) or

Deployer 

(Art. 3 No. 4 AIA) or

Comply with: 

• Art. 54: verify 

the technical 

documentation, 

keep a copy, etc.

If you are an: 

Authorized 

representative

(Art. 3 No. 5 AIA) 

Comply with: 

• Art. 52, 53, 54, 55: obligation 

and procedures for providers 

of GPAI models, evaluate and 

document the evaluation, 

cooperation with the 

European Commission, etc.

If you are a:

Provider 

(Art. 3 No. 3 AIA)

If you are a Provider 

(Art. 3 No. 3 AIA)

Comply with: 

• Art. 13, 18: 

transparency 

and 

documentation 

obligations

• Art. 22: 

obligations of 

authorized 

representatives

• Art. 25: AI value 

chain

• Art. 49: 

registration in 

the EU database

If you are an: 

Authorized 

representative 

(Art. 3 No. 5 AIA) 

Comply with: 

• Art. 24: 

obligations of 

distributors 

• Art. 25: AI 

value chain

If you are a: 

Distributor

(Art. 3 No. 7 AIA)

Comply with: 

• Art. 23: 

Obligations of 

importers

• Art. 25: AI 

value chain

If you are an: 

Importer 

(Art. 3 No. 6 AIA) 

Comply with:

• Art. 25: AI 

value chain

If you are a: 

Downstream 

provider 

(Art. 3 No.68 

AIA)
Comply with: 

• Art. 4: AI 

literacy

• Art. 50: 

transparency 

obligations

• Art 95: adopt 

code of 

conduct 

(voluntary)

If you are a:

Deployer 

(Art. 3 No. 4 AIA)

Yes

Will you integrate 

your AI model into 

an AI system?

…an Authorized Representative (Art. 3 No. 5 AIA): 

• By August 2025 comply with Art 54: verify the 

technical documentation, keep a copy, etc.

…an importer, distributor, downstream provider, 

product manufacturer, or deployer:

• No obligation

If you are…

Yes

Yes

Does your AI system additionally

interact with humans, generate 

or manipulate image, audio or 

video content; or facilitate 

emotion recognition or 

biometric categorization?

No Yes

…and does your organization 

develop, provide, deploy, sell, 

or import Artificial 

Intelligence?

Is your AI… 

In this case the EU AI Act most likely does 

not apply to you.

An AI model that is capable of 

performing a wide range of different 

tasks: Global Partnership on 

Artificial Intelligence (GPAI)?

A machine-based system that adapts and 

learns from input to make predictions, 

content, recommendations, or decisions 

that influence environments (AI system)?

Have you already conducted an AI 

inventory (overview of AI systems 

and applicable risk classes)?

Based on your use cases, you should conduct a 

risk classification to derive your obligations.

Which of the following use cases and 

descriptions best matches your AI application?

Disclaimer: 

The information provided herein is for general informational purposes only and does not constitute legal advice. Capgemini does not offer legal consultation or services. 

This content reflects the status as of September 2024. Please be aware that the EU AI Act may be specified, expanded, or amended through numerous legal acts in the coming months 

and years. Consequently, the information may not be up-to-date, accurate, or complete at the time of your reading.

This is a simplified representation; therefore, we make no guarantees or warranties regarding the completeness, accuracy, or timeliness of the information provided. For any questions or 

more detailed information, our experts at Capgemini are available to assist you at any time.

Yes

or up to

UNACCEPTABLE RISK

HIGH RISK 

LIMITED RISK 

MINIMAL RISK 

Is your GPAI a model (such as GPT or Gemini) 

that is trained using a total computing power of 

more than 10^25 Floating Point Operations Per 

Second (FLOPs) or has high-impact 

capabilities?

For further information : 

Your system is most likely 

categorized as HIGH RISK.

You need to comply by August 

2026.

For safety components or an AI 

that is already regulated you 

need to comply by August 2027.

SYSTEMIC RISK (only for general-purpose AI models) 
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